
COMMUNICATIONS OF THE ACM September 2000/Vol. 43, No. 9 29

Natural Spoken
Dialogue Systems
for Telephony Applications
A friendly “How may I help you?” replaces traditional menus for 
telephony services.

Natural-language speech recognition refers to
computer systems that recognize and act on uncon-
strained speech. That is, the user need not know a
predefined set of command words in order to use
the system successfully. This is not to say that in
order to qualify as a natural-language speech-recog-
nition device, a computer has to incorporate a typi-
cal human’s complete range of spoken-language
understanding. Natural-language devices in most
cases are being designed to carry out specific tasks,
accepting inputs only from a specified range of top-
ics. An example is a natural-language computer that
aids people making travel arrangements. The user
might say something like, “I’d like a flight to LA on
November 15th, returning the next day.” This
hypothetical computer might get all or part of this
command right and continue the dialogue to refine
these plans. However, if the user asks, “Do you think
the Yankees will win on Saturday?,” the computer is
likely to make its best attempt at recognizing the

input and produce something nonsensical in return.
Limited to current technology, natural spoken-lan-
guage systems are likely to respond to fluently spo-
ken dialogue only if it falls within their specialized
task domains.

A second component of a natural spoken-lan-
guage recognition system is the ability to gracefully
handle breakdowns in recognition [1]. A spoken
natural dialogue system has to be able to identify
when it fails to understand the user (an inevitable
turn of events) while carrying on a conversation that
clears up the misunderstanding and realize when it
is incapable of recovering from the misunderstand-
ing (see Figure 1). 

If it becomes possible to build computers that
respond to fluent natural language and gracefully
recover from errors, the users’ view of the computer
as a social entity is likely to change. The act of using
natural speech as the input mechanism makes the
computer seem more human-like. (I discuss the
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For more than a generation, science fiction writers have assumed

that in the future people would talk to their computers and their computers

would talk back to them. This seemingly simple method of communicating

with machines is apparently preferred by the spacesuit-wearing set the galaxy

over. But what really constitutes a natural-language dialogue with a computer? Why isn’t it

a reality yet? And how close are we to achieving natural conversation with computers?

 



degree to which designers of spoken dialogue systems
should imbue their systems with personality and
human-like traits later in the article.) Although indi-
vidual natural-language applications differ in terms of
architecture, some components are common to most
spoken natural-language systems, including:

• A continuous speech-recognition engine;
• Acoustic word models;
• A natural-language parser;
• A dialogue manager; and
• A prompt generator, using text-to-speech technol-

ogy or recorded prompts.

The process of spoken-language recognition requires
the speech detector indicate when the speaker has
started and when the speaker has stopped talking. The
word models and the speech-recognition engine then
perform a word-by-word transcription of the spoken
input. The natural-language parser then attempts to
map meaning onto words and groups of words. The
dialogue manager takes the resulting interpretation
and determines what is known and not known in
order to further the dialogue by playing an appropri-
ate response to the speaker.

Spoken Dialogue Systems versus
Alternatives for Telephony Applications
We are all familiar with touch-tone-based interactive
voice-response phone services, and most of us find
them inadequate and frustrating to use. A major draw-
back is that they require users to listen to and remem-
ber an artificial mapping between numbers on the
keypad and actions (for example, “press 1 for check-
ing” and “press 2 for savings”). In addition, in order to
keep users from being overwhelmed by options, high-
level descriptions of groups of functions are used at the
main menus to represent the myriad functions the ser-
vice is trying to perform. The use of high-level descrip-

tions of group functions often makes it very difficult
for users to determine which menu option to choose.

Speech-recognition systems that recognize individ-
ual keywords were once viewed as an advance, because
users did not have to be taught the mapping between
keys and action and could instead be instructed to use
one of several spoken keywords. For example, the
prompt “Please say collect, calling-card, third-number,
person-to-person, or operator now” is used success-
fully in the phone network today. But there are several
disadvantages to this kind of system: The keyword
options have to be listed for users; users still have to
wend their way through a hierarchical menu structure;
and it is difficult to achieve word-recognition accuracy
rivaling touch-tone accuracy. 

Spoken dialogue systems, however, have several
compelling advantages: Callers state their requests in
their own language and do not have to listen to a list
of commands; and the hierarchical design of the inter-
face is flattened, so a caller may say, for example, “I
want credit for the wrong number I dialed.” This
function would likely be buried under several sub-
menus in a hierarchical system, but here, the caller, in
a single conversational turn, navigates to the appropri-
ate place in the interface. 

Some of today’s speech-recognition systems simu-
late natural dialogue by using a finite state grammar.
Users’ responses are modeled by constructing elaborate
grammars, or the set of words recognizable at that par-
ticular point in the dialogue. These systems improve
on single-keyword recognition devices, responding to
a wider range of user inputs and allowing for a more-
flexible, natural-sounding dialogue. However, hand-
crafting these grammars is time-consuming and
error-prone. It is difficult to a priori anticipate every
word users might actually use in that context for inclu-
sion in the grammar.

Communicator, a U.S. Defense Advanced Research
Projects Agency-funded project, represents a recent
industrywide attempt to develop a more robust, flexi-
ble spoken natural-language dialogue system.
Researchers from many companies and universities are
collaborating on a plug-and-play architecture to create
a next-generation conversational system. (For more
about Communicator, see www.darpa.mil/ito/.)

How AT&T’s Spoken Dialogue 
System Works
Spoken natural-dialogue systems are considerably
more complex to design and implement than spoken
command-word systems and touch-tone systems. One
might expect such a system would be hopelessly error-
prone, since the processes of word recognition and
natural-language parsing can both introduce errors.
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Figure 1. General components of a spoken
natural dialogue system.

 



How is it that word-recognition accuracy isn’t an
insurmountable problem for natural spoken dialogue
systems when it has been such a problem for com-
mand-word interfaces? The answer is that, unlike in
spoken command-word interfaces, word-by-word
accuracy isn’t as crucial. 

For the How May I Help You? (HMIHY) experi-
mental system, developed at AT&T Labs, even with
word-error rates of 32%, correct classification of 97%
can be achieved [9, 12]. The redundancy in user
requests provides multiple pointers to the actual mean-
ing of these requests. 

In HMIHY, AT&T researchers have found a key in
the concept of “saliency” in language. That is, certain
words and groups of words in an utterance are more
indicative of the meaning of the utterance than others.
In many cases, a user’s utterance contains multiple

“salient phrases” pointing to a single interpretation of
the utterance. Therefore, it is not necessary to get every
single word of an utterance correct. As long as enough
words are recognized to trigger the correct salient
phrase, the proper meaning is assigned to the utter-
ance. For example, a caller might use HMIHY to try
to get credit for a wrong number dialed by accident, as
in the following dialogue: 

System: How may I help you?
Caller: Yes, I just made a call to a wrong telephone

number.

The caller’s request contains several salient phrases.
Phrases like “wrong telephone number” are obvious
cues to the meaning of the utterance. But there are
others, such as “I just made,” that are less obviously
related to the meaning of the request, yet still turn out
to be highly predictive of a particular interpretation (in
this case, credit for a wrong number dialed). If the
speech recognizer recognizes something like “Yes, I just
made a call to a long telephone number,” confusion
between “long” and “wrong” isn’t detrimental to the
interpretation of the meaning of the request, since the
phrase “I just made” also points to the correct inter-

pretation. This redundancy gives spoken natural-lan-
guage systems their most valuable advantage.

As can be seen from the dialogue, this system was
designed to automate certain kinds of requests callers
routinely make to phone company operators thou-
sands of times every day. The HMIHY system is
designed to classify callers’ responses to the prompt
“How may I help you?” into one of 15 different kinds
of requests. For example, if a caller says, “I want to
place a call and reverse the charges,” the appropriate
action for the system is to handle the call as a collect
call. If the request is, “I don’t understand this charge
on my bill,” the call should be routed to the appropri-
ate customer-service agent.

The first phase of the system’s design process
involves gathering information about how callers
express their requests to fellow humans and how most

human agents elicit clarifying information [6]. By
learning how callers express requests and operators
respond, my colleagues and I at AT&T Labs collected
important data for algorithm and technology develop-
ment, along with important information for designing
the HMIHY user interface. By closely matching the
wording of the system prompts to the words used by
human operators, we thought we could achieve a
greater degree of naturalness. 

However, one of the by-products of this strategy
was that the system ended up sounding very human-
like, since we modeled the prompts on those used by
human operators. Did such mimicry improve the sys-
tem’s ability to handle callers’ requests? How would
callers react to such an automated system? There has
been much debate among human-computer-interac-
tion researchers about whether or not making com-
puter systems “sound” human-like is a good idea [11].
The primary argument against anthropomorphic sys-
tems has been they create unrealistic user expectations,
leading to errors and then disappointment with the
system. Even some pre-1990 human-factors research
indicated this is often a natural reaction, and that there
can be further negative reaction to a user interface that
is too cutesy or talkative.
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The basic problem is that if the system 
sounds too much like a human, the user 
can reasonably expect it to understand like 
a human.

 



Other studies have involved screen-based systems in
which the user types input on a keyboard. It is possi-
ble that since the abilities of natural spoken dialogue
systems more closely match the abilities of humans
that the negatives associated with anthropomorphic
interfaces can be mitigated. Moreover, users may have
been exposed to a much wider variety of automated
services in the years since these early studies were done
and that this exposure has resulted in a change in user
perception about anthropomorphism.1

Therefore, the first simulation experiment (1996)
for HMIHY was designed to determine which aspects
of a system might make it seem more human-like, as
well as determine if making a system seem more
human-like has a positive or negative effect on users’
satisfaction with it. 

How Human-like Should It Be?
A “Wizard of Oz” simulation of the HMIHY system
was constructed to test users’ reactions to different
styles of interactive dialogue [7]. It simulated the sys-
tem’s speech-recognition and natural-language under-
standing components, though the users didn’t know
they were using only a simulated system, not the pro-
duction system. The experimenters monitored the dia-
logue between users and the system, pressing buttons
to play out the next computer response in the dialogue,
thus testing and constructing different dialogue styles.
For users, the experience appeared to involve speaking
with a fully functional spoken dialogue system.

The simulation tested two aspects of anthropomor-
phism: whether or not the computer referred to itself
as “I” (as in “How may I help you?”); and whether the
language used by the computer was formal and tradi-
tional or more casual, like the language used by
human operators (see Figure 2).

The results indicated that users prefer speaking to
the versions of the system referring to themselves as “I”
over those using the more traditional approach of
avoiding “I.” It appears that anthropomorphism, at
least under some circumstances, isn’t as bad as previ-
ously thought. Another interesting finding is that
upon interviewing the simulation-using test subjects,
most were unaware the computer referred to itself as
“I” at all. Hence, it seemed the effect of “I” was posi-
tive but fairly subtle in that it wasn’t very noticeable to
users. The casual/formal manipulation yielded no sig-
nificant differences in user satisfaction [3].

These results should not be interpreted as a license
to make dialogue prompts wordy or chatty. When
writing anthropomorphic versions of prompts, every
attempt was made by HMIHY’s designers to keep
them from sounding cutesy, overly friendly, funny, or
chatty. The moral seems to be that anthropomor-
phism used judiciously in a system designed for occa-
sional use can enhance users’ satisfaction, often
without their being overly aware of the human-like
quality of its prompts.

Should It Have Personality?
In a different study of a voicemail system at AT&T
Labs, we pushed the concept of anthropomorphism
further, defining more extreme human-like interfaces.
The application in this case was a voicemail system
(never released) with which users would have to inter-
act many times a day. The idea was that, given the suc-
cess of the use of “I,” perhaps we should take the next
step in designing the computer to be human-like,
deliberately imbuing it with “personality.” That is, we
designed the computer not only to behave in a
human-like manner but to behave as a particular
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System:  How may I help 
you?
User: I need the area code 
for Morristown, New 
Jersey.
System: Okay, you need me 
to give you an area code.
User: [either silence or] Yes.
System: City and State?
User: Morristown, New 
Jersey.
System: The area code 
is 201.
System:  Anything else I 
can help you with?
User: No, thanks.
System:  Thank you for 
using AT&T.

System:  What would you 
like?
User: I need the area code 
for Morristown, New 
Jersey.
System: Okay, you need to 
know an area code.
User: [either silence or] 
Yes.
System: City and State?
User: Morristown, New 
Jersey.
System: The area code 
is 201.
System: Is there anything 
else you need?
User: No, thanks.
System: Thank you for 
using AT&T.

System: Please tell me how I 
can help you, now.
User: I need the area code for 
Morristown, New Jersey.
System: Do you need me to 
give you an area code?
User: Yes.
System: Please say the city and 
state for which you would like 
the area code, now.
User: Morristown, New Jersey.
System:  The area code is 201.
System: If there is anything 
else I can help you with 
please tell me now.
User: No, thanks.
System:  Thank you for using 
AT&T.

System: Please state your 
request, now
User: I need the area code for 
Morristown, New Jersey.
System: Do you need to 
know an area code?
User:  Yes.
System: Please say the city and 
state for which you would like 
the area code, now.
User: Morristown, New Jersey.
System:  The area code is 201.
System: If you have an 
additional request, please say 
it now.
User: No, thanks.
System:  Thank you for using 
AT&T.

Figure 2. Example dialogue (requesting an 
area code) for each prompt style tested.

Casual Formal

“I”

No “I”

1Anthropomorphism means making something non-human have human-like qualities.

 



human, with a name and human-like idiosyncrasies. 
Early on, we realized we would have to test more

than one personality to do a fair job of exploring the
concept of personality in spoken-language human-
computer interfaces. We therefore developed five quite
different versions of the system, each with a name,
voice, and conversational style. Personalities ranged
from formal butler (“Watson”) to hip youth (“Mango-
head”). The system’s functionality was the same across
all versions, but the style of the speech, voice talent,
pacing of the interaction, and content of the recorded
prompts varied dramatically among the versions. 

We had 32 test subjects to experience the different
versions, asking them how satisfied they would be with
each as their voicemail system. The results indicated
that there was interest in the concept of personality in
computers but also how easy it is to design personali-
ties that would be disliked by users. For example, some
users loved Watson the butler, others found him stuffy
and annoying. The personalities that were least
extreme were much safer in that they had fewer nega-
tive reactions from users, though in some cases, fewer
strongly positive reactions as well. These personalities
were similar to the style and voice of the system tested
in the HMIHY anthropomorphism study.

My colleagues and I concluded that anthropomor-
phism—when modeled on the speech of real human
operators—is acceptable to users and can be beneficial
in the design of a likable spoken dialogue system.
However, anthropomorphism can be taken so far that
some systems annoy and offend users.

How Do Callers Know 
It’s a Computer?
A frequent concern by some human-computer inter-
action researchers about anthropomorphic human-
computer dialogues is that early in the interaction,
users are likely to assume the system has greater abil-
ities than it actually has, and therefore attempt to
speak in a manner the system has little probability of
understanding. Designing the right initial system
greeting is necessary for establishing user expectations
and helping users determine how to proceed.

The basic problem is that if the system sounds too
much like a human, users can reasonably expect it to
understand like a human, a feat machines are not yet
capable of. At the other end of the spectrum are menu-
driven command-word systems. With these systems,
users may have the expectation that the words listed in
the menus are a complete set of the words the system
understands and that no other words can be used, mak-
ing a natural-sounding dialogue difficult or impossible.
The HMIHY system falls somewhere between these
two extremes. The list of possible “commands” is too

long to be presented in a menu, so a more open-ended
prompt, such as “How may I help you?,” seems appro-
priate. But from listening to many thousands of calls to
real human operators, it became obvious to us at
AT&T that if callers believe they are speaking to a
human operator, their requests are often long and com-
plicated. Therefore, the HMIHY designers wanted to
prevent this system from being mistaken for a human
operator; it was unreasonable to expect the system to be
able to handle long complicated requests as well as a
human operator understands them. 

Hence, the goal of the HMIHY user study was to
come up with an initial greeting that lets callers know
they are talking to a machine, not to a human. The
expectation was that if users know they are talking to a
machine, they bring what they know about machines
to bear on the dialogue. Presumably, this expectation
would alter user requests in some way, perhaps making
them shorter [4, 8, 10].

The HMIHY simulation tested two ways of com-
municating to callers that they were speaking to a
machine: One said explicitly it was a machine in the
first announcement heard by the caller; the other used
computer-generated text-to-speech output to make
the system “sound” like a machine. These alternatives
were tested using the Wizard of Oz method with a
group of 545 callers to determine whether changes to
the initial greeting influenced the length of the utter-
ances callers used to state their requests. 

Figure 3 includes the various versions of the initial
tested greetings: The first is the phrase used by human
operators; the second is the phrase “automated cus-
tomer service” as a cue to the caller that the question
comes from a machine, not a human; the third is a
very wordy explanation explicitly telling callers they
are speaking to a machine; and the fourth uses the
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AT&T. How may I help you?

AT&T Automated Customer Service. 
How may I help you?

AT&T Automated Customer Service. This system 
listens to your speech and sends your call to the 
appropriate operator. How may I help you?

AT&T Automated Customer Service. 
This system listens to your speech and
sends your call to the appropriate operator. 
How may I help you? (text-to-speech)

12.99

12.43

10.52

8.47

Initial Greeting Avg. No. of 
Words in 
Request

Figure 3.  Average number of words 
callers used to state their requests 

(as a function of the initial greeting).

 



same prompt, but instead of playing it as a sound file
of recorded human speech, it plays it with text-to-
speech output, which, though easily understood, has
an unmistakable robotic quality.

The average number of words callers used to state
their requests fell when the long version of the greet-
ing was used and fell further when text-to-speech out-
put was used. Thus, we were able to get callers to
change the way they stated their requests by manipu-
lating the content of the initial greeting. Unfortu-
nately, the customer satisfaction measures indicated
that callers hearing the long versions of the greetings
and the text-to-speech versions were not very happy
with the experience. Still unknown is how callers
might have responded to a text-to-speech version of
the simple HMIHY prompt. 

A subsequent study of HMIHY interfaces was con-
ducted at AT&T Labs in 1997 to further refine the
wording of the system’s initial greeting and test
another alternative: playing an “audio logo”2 or sound
effect at the beginning of the greeting as a way of cuing
callers they are communicating with an automated
system. Playing an audio logo proved effective, achiev-
ing results like those with the long automated prompt
(from the previous study) but requiring much less
time, since the shorter version “How may I help you”
could be used [3].

The first prompt is an important element in estab-
lishing user expectations. By making it state explicitly
that the speaker is a machine, not a human, callers
then stated their requests with shorter utterances,
making it easier for HMIHY to understand and
respond appropriately. In addition to the content of
the prompt, the voice (text-to-speech or recorded
human speech) and sound effects were also effective
cues to users that they were talking to a machine.

Future Systems
My colleagues and I continue to conduct user-inter-
face studies to refine the HMIHY design, making it
easy and enjoyable to use. However, additional hurdles
must still be overcome before spoken dialogue systems
replace the existing embedded touch-tone services. For
example, all of the computations necessary for word
recognition and natural-language understanding have
to be done in real time for a spoken dialogue system to
be usable. Therefore, one of our challenges is that, to
achieve real-time speed, the processing hardware can
be too costly. But it is only a matter of time before
processors are fast and cheap enough to allow natural-
language processing to be attractive in a business sense.

Another key to this technology is the right applica-
tion. There will always be less-than-perfect accuracy in
spoken dialogue systems, though algorithms will con-
tinue to improve. The trick is finding applications in
which 100% accuracy is not needed. Moreover, such
applications must accomplish tasks that are actually
useful and can’t be done easily any other way.

Many touch-tone systems today seek to automate
too many tasks and therefore become hierarchical and
difficult to use. Spoken dialogue systems represent a
better technology in many of these situations by flat-
tening the hierarchy. A spoken dialogue system that
understands spoken input 85% of the time is likely to
automate more calls than a complicated touch-tone
system in which callers end up down the wrong path.

Spoken natural dialogue systems have the potential
to change the nature of automated telephony services.
When these systems are designed to do useful, targeted
applications, and when the user interface is well
designed, they will exceed touch-tone menus in terms
of automating functions and satisfying users.  
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2An audio logo is a sequence of notes or tones used by a company to brand its prod-
ucts, often in conjunction with a voice recording of the company name. 

 


